
Brain

Undergraduate Neuroscience 
Society

Volume 4

Matters

University of Illinois
Urbana Champaign



Brain Matters Board

Julia Gainski is a junior majoring in Integrative Biology with a minor in German. She 
is the Public Relations chair and a writer for Brain Matters. She is a research assistant at 
the Control & Network Connectivity Team (CONNECTlab) at the Beckman Institute 
of Advanced Science and Technology, where she assists with an EEG procedure in a 
concurrent EEG-fMRI study. Additionally, she is a personal assistant for students with 
physical disabilities at Beckwith Residential Support Services at Nugent Hall on campus, 
the secretary and a mentor of the Pre-Physician Assistant Club, and a member of the 
Illini Club Tennis team.

Chief-Editor

Public Relations Chair

Editors

Fiza is a Junior majoring in Molecular and Cellular Biology on the pre-med track. In 
addition to her involvement in the Neuroscience Journal Committee, she has commu-
nicated her Illinois experience by being a former UIUC admissions blogger and enjoys 
science through volunteering at a local free clinic and doing research at Vet Med. She is 
thrilled to promote a neuroscience dialogue on campus!

Laura is a Junior majoring in Molecular and Cellular Biology and is pursuing a minor 
in Food Science. She is very excited to showcase the new volume and hopes to expand 
the journal to new horizons.
Aside from working on the journal, she is an assistant researcher in the Robinson Lab, 
is an MCB leader, an Orientation Leader, a member of Bioscience Journal club, and an 
executive board member of the Undergraduate Neuroscience Society.

Assistant Chief-Editor

Rajvi Javeri is a Sophomore pursuing a major in Psychology with a Concentration in Behavioral 
Neuroscience and a minor in Music. Apart from being a part of the Undergraduate Neurosci-
ence Society, she helps out as a research assistant at the Cognitive Neuroimaging Laboratory 
at the Beckman Institute. In her free time. she likes to practice guitar and sing. She also loves 
drinking infused teas and reading books whenever she can. She loves going on treks and any 
outdoor activities in general and is also a part of the UIUC archery club!



Brain Matters Board

Carolyn is a junior majoring in Molecular and Cellular Biology and is currently 
conducting research in neurochemistry in Dr. Jonathan V. Sweedler’s lab. Outside of 
academics, she is passionate about IlliniThon, the University of Illinois’ Dance Mara-
thon program that fundraises for St. John’s Children’s Hospital in Springfield, IL. She 
is excited to collaborate with the other students behind “Brain Matters” and promote 
brain awareness on campus.

Sarah is a Junior majoring in Biochemistry and Intradisciplinary Psychology. In addi-
tion to editing for Brain Matters, Sarah works in Dr. Auinash Kalsotra’s biochemistry 
lab as a research assistant and in Dr. Kara Federmeier’s cognitive neuroscience lab. In 
the future, Sarah hopes to pursue an MD-PhD in Biochemistry to study the mecha-
nisms of neurodegenerative disorders. In her free time, Sarah loves to play soccer, go 
hiking, watch television, and spend time with friends.

Samantha is a junior majoring in Journalism with a minor in Astronomy. Outside of 
academics, Samantha photographs and models for The Fashion Network. She is excited 
about mixing her skills of writing and photography to promote brain awareness and 
neuroscience knowledge on campus.

Eva is a junior majoring in Molecular and Cellular Biology and minoring in Creative Writing. Aside 
from her passion for mental health and neuroscience awareness, she enjoys writing and dancing, and is 
a proud member of UIUC’s Legend Dance Company. She is so excited to work with her fellow students 
to expand our campus’s appreciation for neuroscience through Brain Matters! Eva is a junior major-
ing in Molecular and Cellular Biology and minoring in Creative Writing. Aside from her passion for 
mental health and neuroscience awareness, she enjoys writing and dancing, and is a proud member 
of UIUC’s Legend Dance Company. She is so excited to work with her fellow students to expand our 
campus’s appreciation for neuroscience through Brain Matters!



Brain Matters Board

Jade is a third year undergraduate in Cognitive Science with a concentration in Linguistics. She is 
passionate about voice technology and its effects on human behavior. In her free time she sings, 
plays guitar and piano, and loves trying new foods. She also enjoys traveling and immersing her-
self in other cultures. Her love of writing and editing is shown through her work for the Illinime-
dia Company and article written for SoundHound Inc’s Speech-to-Meaning blog. She is happy to 
be editing and designing for the “Brain Matters” journal.

Jade is a third year undergraduate in Cognitive Science with a concentration in Linguistics. She is 
passionate about voice technology and its effects on human behavior. In her free time she sings, 
plays guitar and piano, and loves trying new foods. She also enjoys traveling and immersing her-
self in other cultures. Her love of writing and editing is shown through her work for the Illinime-
dia Company and article written for SoundHound Inc’s Speech-to-Meaning blog. She is happy to 
be editing and designing for the “Brain Matters” journal.

Apil is a sophomore majoring in Molecular and Cellular biology with interests in 
Neuroscience Research. Outside of studying biology, he volunteers at both Riverside 
hospital and Riverside Senior Life Center where he works with Alzheimer patients. His 
other hobbies include playing Basketball and Soccer.

Design Board



Table of Contents
How to Improve Memory.....................................................................................................................1
Andrew Zhang

Consumer Neuroscience:
The use of neuroscience techniques to create better advertising..............................................................6
Nicole Chilibovytsch

Origins of Excersize-Induced Neurogenisis...............................................................................9
Sanjana Venkatarman

The Relationship Between Sleep Deprivation and Brain Health................................14
Emma Ibanez

Unraveling Human Intelligence.....................................................................................................17
Julia Gainski



Andrew Zhang is a sophomore 
majoring in Molecular and Cellular 
Biology. Currently, he is a research 
assistant in Dr. Huimin Zhao’s lab 
and also part of UIUC’s American 
Chemistry Society and REACT. 

How to Improve Memory

 Our abilities to handle novel 
situations and utilize critical thinking 
depends heavily on our ever-expand-
ing memory. While activities like 
problem solving and learning require 
persistence and effort, studies suggest 
there are ways to optimize our time 
and increase our efficiency to remem-
ber new things. Since the late 1800’s, 
research has been uncovering how our 
memory works. Psychological theories 
on memory paved the road for our 
understanding of memory, and many 
classrooms conducted applied research 
to test the efficacy of different learning 
techniques. Recently, neurological 
studies on memory are also corrob-
orating the evidence seen in older 
psychological studies.
 A prominent method for 
learning is the testing effect, which in-
dicates that practicing knowledge with 
test-based questions improves learning 
significantly. While exams may serve 
as a gauge for people’s knowledge in 
the classroom, researchers have begun 
to realize their potential as an effec-
tive and robust learning method. The 
testing effect is seen through improved 
long-term memory, when the memory 
is retrieved during studying. Studies 
have shown that short answer ques-
tions enhance long-term memory the 
best, while other testing methods like 
multiple choice questions or simple 
recall were not as effective (McDaniel 
et al., 2007). Methods like repeated 
studying and rereading proved less 

valuable than just one intermittent test 
(Carpenter, 2009).
 Recent neurological studies 
show increased activity in the brain 
from the testing effect, more so than 
other studying methods. For example, 
in learning Dutch-Swahili translations 
through the testing effect, participants’ 
left inferior parietal and left middle 
temporal lobes activated in fMRI (van 
den Broek et al., 2013). The same 
activity was not seen in traditional 
studying strategies, like repeating the 
lesson (van den Broek et al., 2013). 
In another study, for learning asso-
ciations between nouns, the testing 
effect activated hippocampal regions, 
the prefrontal cortex, and the poste-
rior cingulate cortex,  which are brain 
regions involved in memory retrieval 
cues (Wing, 2013). On the other hand, 
these brain regions were much less 
active in the restudy condition, sug-
gesting that the testing effect is more 
effective at utilizing brain resources to 
encode memory (Wing, 2013).
  The testing effect proved 
robust in many different kinds of 
examinations and different subjects 
(Agarwal et al., 2008). Even tests that 
are quite different from the actual 
examination proved beneficial for 
memory (Carpenter, 2009). Evidence 
led many experts to believe the testing 
effect’s ability to improve learning and 
problem solving in addition to mem-
ory. When it comes to learning and 
memorizing new things, a simple test

or two can be very helpful. The im-
portant implication is that even a bad 
testing session is more effective than 
rereading notes or textbooks.
 While tests may substantially 
improve memory, it is not necessary 
to overload oneself with large exams. 
Researchers would most likely suggest 
the opposite, that by spacing material 
into reasonable learning sessions we 
can achieve a higher retention for the 
particular subject. This idea was first 
proposed by Hermann Ebbinghaus, 
who suggested that memory follows 
a forgetting curve, when information 
fades from memory over time. This 
loss of retention is best counteracted 
by learning and reviewing during sep-
arate occasions, rather than learning 
in only one sitting (Ebbinghaus, 1913). 
This strategy for maximum retention 
became known as the spacing effect 
- the relationship between memory 
acquisition and the spacing of time to 
review the material. When studying 
is spaced out, information tends to 
encode better in long term memory. 
In other words, memory is improved 
significantly with the help of spacing.

 Spacing has seen success in a 
variety of practical situations, especial-
ly the classroom setting. For example, 
in a study conducted on 5th graders, 
students were required to learn diffi-
cult English vocabulary in one of two 
strategies: one taught in mass study 
(everythinig at once) while the other 
re-taught after a 7-day gap (spaced 
repetition) (Sobel & Kapler, 2010). The 
students performed equally well after

Figure 1. A schematic of the forgetting curve. The curve gradually 
lengthens with each review session, representing better retention with 
each review (Chung & Heo, 2018).
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the first session of learning, but 5 
weeks after the last learning session, 
the those with spaced repetition 
performed significantly better (Sobel 
& Kapler, 2010). Another example 
was seen in a study with children who 
were tasked to remember certain toys. 
Children who were allowed to play in 
between learning each toy were able 
to memorize the toys at a significantly 
better rate compared to children who 
learned the toys all at once (Vlach et 
al., 2008).
 Recently, neurologists have 
studied memory, like the forgetting 
curve and the spacing effect, in the 
brains of animals. The hippocampus 
appears to be crucial in retaining 
memory. In one experiment (Sisti et 
al., 2007), rats were tested on a water 
maze, where they were required to 
learn and memorize the location of a 
platform in the maze. Rats were also 
injected with 5-bromo-2-deoxyuridine 
(BrdU), which labels newly synthe-
sized cells. Compared to normal rats, 
those with their hippocampus dam-
aged through irradiation performed 
significantly worse in the water maze 
only after a few weeks, and showed de-
creases in BrdU in neurons, meaning 
less formation of new neurons (Snyder 
et al., 2005). It is hypothesized that 
new neurons in the hippocampus were 
not necessary for learning, since mice 
with a damaged hippocampus per-
formed equally well with normal rats. 
However, new neurons are necessary 
for retention of memory, as seen by a 
drastic forgetting curve without them. 
A second experiment was conduct-
ed, where two groups of rats learned 
a water maze in either a single mass 
session (all at once) or with spacing. 
The rats with spaced learning per-
formed significantly better than those 
without and were correlated with more 
BrdU labeled cells in the hippocam-
pus, suggesting neurological changes 
due to the spacing effect (Sisti et al., 
2007). Overall, these studies point to 
the impact of the spacing effect on the 
preservation of new neurons, which in 
turn helps retain more information.

and also outperforming the previous 
two groups (Kang & Pashler, 2011). 
Based on these findings, it appears the 
spacing effect was not responsible for 
improving in associations. Rather, in-
terleaving is responsible for improving 
the ability to differentiate and associat-
ing pieces of information.
 Not only does interleaving 
improve associations and differenti-
ations, it has been shown to improve 
test performance in a practical setting. 
For example, in the following study 
(Rohrer & Taylor, 2007), interleaving 
improved math scores for students 
practicing math problems. Spacing 
was not controlled for (students were 
not doing multiple math problems at 
the same time), which resembles more 
a practical classroom setting. The 
students were split into three groups. 
One group learned and practiced math 
through mixed topics (interleaving). 
Another group practiced through 
blocked review, practicing one con-
cept at a time. A third group also 
used a blocked review but included 
overlearning, meaning they complet-
ed multiple problems testing a single 
concept at a given time. Referred to 
the masser group, they did twice as 
many problems as the original block 
group. The interleaving group overall 
did the same amount of problems as 
the masser group but spread at inter-
vals the same size as the original block 
review. When tested, the masser group 
performed only slightly better than 
the original block group. However, the 
interleaving group performed signifi-
cantly better than both groups. This 
suggests that additional practice is 
only useful for learning if spaced and 
mixed.
 Studies on the neurological 
basis of interleaving are novel. In 
one study, (Lin et al., 2011) partici-
pants were required to perform serial 
(ordering) tasks, requiring some but 
minimal upper body motion. In order 
to do so, participants must learn a 
specific sequence. One group learned 
through block training, and another 
through interleaving. The participants

Figure 2. Learning correlated with BrdU-labeled cells (Sisti et al., 2007).

 In recent years, it is found that 
even the spacing effect can be further 
improved upon in strategies that make 
learning and memory consolidation 
more efficient. A similar but relatively 
new approach of learning is interleav-
ing, or mixing subjects together while 
learning. For example, one can learn 
both math and English concepts in the 
same hour, alternating between the 
two subjects every couple of minutes. 
Many interleaving techniques inevita-
bly introduce spacing effects. Concepts 
from one subject are separated in time 
in order to sandwich concepts from 
a different subject. However, even in 
controlling for spacing, studies suggest 
that interleaving promotes stronger 
associations with similar concepts and 
stronger differentiation between differ-
ent concepts (Kang & Pashler, 2011). 
Basically, interleaving helps improve 
and sharpen memory.
 In one study, subjects were 
tasked to learn and identify paintings 
by the artists. One group was shown 6 
paintings of each painter all at once. A 
second group had mixed the orders of 
paintings. Both groups were then ad-
ministered distractor tasks to perform. 
When tested for the paintings later, the 
mixed group performed significantly 
better at identifying painters (Kor-
nell & Bjork, 2008). Another study 
followed up with a similar setup. This 
time, the two groups were tested with 
no mixed order, but the spacing of 
time between each painter and paint-
ing pair learned was changed. This 
resulted in no significant difference 
in performance. In the same study, 
another setup included mixed orders, 
which were shown either simultane-
ously or spaced with time. Again, the 
two groups performed equally well 
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were studied under fMRI blood-oxy-
gen-level-dependent signals (BOLD) 
and excitability in the primary motor 
cortex (M1) through transcranial mag-
netic stimulation. During retention 
(learning phase), BOLD in prefrontal 
and sensorimotor regions and M1 
excitability were higher in the inter-
leaving group. Initially, the interleav-
ing group performed tasks with slower 
reaction time than the block training. 
However, after 5 days, the interleav-
ing group experienced faster reaction 
times. M1 excitability was still higher, 
but BOLD in prefrontal regions were 
weaker compared to the block training 
group. These results suggest that in-
terleaving produces higher activity in 
parts of the brain for learning, as seen 
by BOLD. Over time, the brain incor-
porates the information. This makes 
retrieval more efficient, requiring 
less activity in brain regions as seen 
by decreased BOLD. M1 excitability 
shows higher activation of relevant 
brain regions in completing tasks. It is 
plausible other areas of the brain are 
also easily excitable when activated 
through interleaving.

The incorporation of ideas and infor-
mation inro long term memory is in-
credibly important. To effectively use 
one’s memory, one must also be able to 
retrieve information and use it. Much 
of that brain power relies on working 
memory, which is closely tied to short 
term memory. Additionally, any new 
pieces of information must first go 
through the short term memory befo-

re it can be stored in the long term 
memory.
 The working memory allows 
the brain to act on or even modify in-
formation. For example, the brain can 
imagine breaking a chair without one 
actually breaking the chair in real life. 
Short-term memory cannot incorpo-
rate an infinite amount of information 
at the same time, however. In a very 
famous historical paper, George Miller 
estimates the limit to be 7±2 pieces of 
information (Miller 1956). However, 
the limit is actually not definite. Some 
pieces of information themselves con-
tain information, which are known as 
chunks. The chunk does not yet have 
a rigorous definition in the scientific 
community, but it is thought to be a 
group of information that the brain 
handles as one entity. In other words, 
a single chunk will consist of many 
pieces of information while taking less 
space in working memory. Howev-
er, chunks do not completely bypass 
Miller’s estimate. Further studies have 
shown the capacity of the brain to 
handle up to 4±1 chunks (Crowan, 
2010), which is less than Miller’s orig-
inal estimate. Because chunks them-
selves contain more information, each 
chunk takes up more space in working 
memory than a single item.

In a recent study conducted, partic-
ipants were required to memorize a 
sequence of numbers. Depending on 
how many numbers were contained in 
each chunk, the maximum chunks the 
brain can handle varied. When chunks 
were only one number each, the limit 
was about 7. When chunks became 
very long, around 5 numbers each, 
the brain could only handle about 3-4 
chunks (Mathy & Feldman, 2012). 
This corroborates the idea that the 
brain has a capacity for working mem-
ory, even when chunking. Despite

this, chunking still helps carry more 
information in working memory than 
individual pieces of information alone.
 The ability to use chunking 
effectively improves memory usage 
and memory consolidation dramati-
cally. For example, studies conducted 
show that chess players rely on chunk-
ing entire movesets in a given board, 
like helping players remember where 
individual pieces are on a board, given 
only a few seconds to see the board 
(Linhares & Brum, 2007). It is also 
shown that pattern recognition in 
games like chess correlates with skill 
(Linhares & Brum, 2007).
 Some neurological insights 
into chunking have corroborated with 
previous studies on its efficacy. For ex-
ample, in one study (Bor et al., 2003), 
participants were required to memo-
rize spatial patterns. One group had 
a disruption in learning at a random 
point in time. Another had a disrup-
tion specifically in between two differ-
ent sets of information, establishing 
meaningful chunks in the participants’ 
memory. The second group performed 
better, and in fMRI brain scans, their 
prefrontal cortex was also lit up more 
(Bor et al., 2003). Chunking produc-
es higher activity in brain regions 
important for processing information, 
and chunking can improve short term 
memory. Ultimately, with chunking, 
higher activity allows for better con-
solidation of information.
 While most memory and 
learning techniques were developed 
recently, there are some ancient tech-
niques still used today, like the method 
of loci. Also known as the “memory 
palace,” people would imagine putting 
pieces of information in each “room” 
of a building they are familiar with. 
Retrieval of memory simply requires 
finding the right “room.” The tech-
nique was first used by ancient Greeks 
to memorize speeches, and now it is 
used in memory competitions, allow-
ing people to effectively memorize 
large chunks of information (Dresler 
et al., 2017). Additionally, the memory 
technique is just as effective when usi-

Figure 3. Increased blood flow was higher during practice in individ-
uals with interleaving (top image, bottom row). During the retention 
phase, interleaving showed less blood flow activity compared to the 
control (bottom image, bottom row). Presumed that interleaving is 
more efficient, requiring less effort during retention (Lin et al. 2011).

Figure 4. Basic schematic of encoding and retaining memory (Esteve 
2016).
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ng locations in virtual reality as in 
with real locations (Legge et al., 2012).
The memory technique is uniquely 
a mental construct, but it provides tan-
gible improvements for information 
consolidation.
 Using the method of loci ef-
fectively requires practice and training 
(Legge et al., 2012). To test for the 
effectiveness of the memory palace, a 
study was conducted on older subjects 
to practice memorizing a list of words. 
The subjects were trained in the meth-
od of loci during the study. The adults 
who were asked to utilize the memory 
palace technique performed signifi-
cantly better at remembering words 
compared to the control (Gross et al., 
2014). On pieces of paper, those who 
used the method of loci remembered 
words in the correct order, and even 
left spaces in between for words they 
forgot (Gross et al., 2014).
 Neurological correlates also 
indicate the effectiveness of the meth-
od of loci. For example, in a neuro-
logical study conducted on memory 
atheletes and control participants, 
those who utilized the method of loci 
performed significantly better than 
other strategies, like active or passive 
learning, even up to at least 4 months 
later (Dresler et al., 2017). In an fMRI 
scan done on the participants, during 
memory consolidation and retrieval, 
those who trained with memory of 
loci had heightened activity between 
visual lobes, temporal lobes, and 
default mode networks (Dresler et al., 
2017). It is believed that the method of 
loci promotes increased connectivity 
between different parts of the brain, 
promoting memory consolidation.
 Evidence-based research in 
effective memory techniques is rela-
tively new. While some methods were 
well-known since ancient times, most 
have only been uncovered recently. 
Neurological studies on the effects 
of memory techniques are currently 
ongoing but already substantiate the 
techniques. Despite the significantly 
improved performances from these 
techniques, many participants in these

studies believed traditional studying 
strategies were more effective. As re-
searchers begin to understand more of 
these memory techniques, it is crucial 
that people will also learn to under-
stand the importance of these tech-
niques as well. Learning new material 
can require effort, but there are always 
strategies to make learning and mem-
orizing easier and more efficient.
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Consumer Neuroscience: 
The use of neuroscience techniques to create 
better advertising

Consumer neuroscience is a grow-
ing field that incorporates neuro-
science-based research methods to 
meet the specific needs of different 
companies. While some companies 
utilize psychological and neuroscien-
tific information to create an effective 
product, others choose to use such in

formation in order to create persuasive 
advertisements. The three most com-
mon techniques used are eye tracking, 
EEG analysis, and fMRI imaging. Each 
technique exists as a valuable tool to 
gather specific information that helps 
build an accurate representation of 
what goes on in a potential consum-
er’s mind. While these techniques are 
useful in improving the effectiveness of 
an advertisement, they are limited by 
their ethical concerns, thus leaving m-

any wondering how far is too far when 
using science to make sales. Analysis of 
the techniques, their effectiveness, and 
what exactly they can do is important 
in determining where the boundaries 
of consumer neuroscience should lie.
 One of the easiest ways for 
neuroscientists to study consumers 
is through the use of eye tracking 
techniques. Eye-trackers will monitor 
both the participant’s eye movements 
and pupil size throughout the time that 
they are engaged with the marketing 
material (Harris et al., 247). Eye-track-
ing monitors will record both a per-
son’s saccades (quick jumps in visual 
fixation) and smooth pursuit (slower, 
more continual visual fixations along 
one object). Tracking eye movement is 
useful in determining which parts of 
the advertisement the prospective con-
sumers will be most attentive to and 
researchers can use this information to 
determine where the most interesting 
parts of the advertisement are. This is 
shown by Image 1, in which the circle 
demonstrates where consumers were 
fixated within the webpage, and the 
lines show their saccades between fixa-
tions (Gidlöf et al., 337). Further infor-
mation can be gathered by examining 
the ways in which a person’s pupils 
dilate while they are engaged with the 
material. If a participant is looking at 
something intriguing or startling, their

autonomic nervous systems will auto-
matically cause their pupils to dilate in 
an effort to take in more of the scene. 
Dilation can also be caused when a 
participant is engaged in something 
that they perceive as challenging or 
puzzling. On the other hand, partici-
pants’ eyes will constrict upon seeing 
something displeasing or after having 
figured out something difficult (Harris 
et al., 247). As a result of how easily 
eye tracking can be used across several 
types of advertisements (including but 
not limited to billboards, TV commer-
cials, in-store promotional displays, 
and website ads), it has become an 
increasingly popular tool.
 Another way for marketers to 
gauge how their advertisement will be 
perceived by the target audience is to 
perform an electroencephalography 
(EEG) analysis (Harris et al., 2018). 
Put simply, EEGs use electrodes to 
measure the electrical currents in dif-
ferent areas of the brain. Scientists can 
analyze the recorded electrical activity 
and use information about the relative 
location and timing of the currents to 
accurately estimate a person’s emotion-
al and cognitive responses to what they 
just viewed. For example, if a marketer

wants to convey feelings of personal 
relevance between the and the consu-

Figure 1. List of major companies using neuromarketing and their 
reasons for doing so. (Flores et al. 2014)

Fig 2.  The use of eye-tracking and retrospective interviews to study 
teenagers’ exposure to online advertising (Gidlöf et al. 2012)
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mer, they may look for activity in 
Broddman’s area 10, as this is the 
region that commonly shows activity 
when a subject engages with personal 
content. Another important aspect 
to keep in mind when creating effec-
tive advertising is that the consumers 
should be actively engaged and atten-
tive to the content they are viewing. 
For this reason, it’s also important for 
the EEG recordings to show activity 
in Broddman’s areas 10/11, as ac-
tivity here will demonstrate cogni-
tive engagement. Furthermore, left 
hemispheric activity in the prefrontal 
cortex is thought to be associated 
with positive reactions that result in 
behavior that is approach-focused, as 
opposed to withdrawal-focused behav-
ior (Ohme et al., 2010). EEG record-
ings are able to reveal how miniscule 
changes to advertisements can change 
the way in which the consumers’ 
brains will respond to the information. 
A famous commercial for Sony Bravia 
flat screen TVs involves an enormous 
amount of bouncy balls traveling down 
the streets of a small city; the com-
mercial briefly shows a frog jumping 
out of a gutter while all of the balls are 
falling around it (shown in Figure 3). 
While this moment was unplanned 
for and was not even very memora-
ble, it made a big difference in the 
efficacy of the commercial conducted 
an EEG study which showed that the 
version of the commercial with the 
frog gave rise to more positive emo-
tions (shown by more left hemispheric 
dominance) than the version without 
the frog (Figure 3). This goes to show 
how EEGs are used to determine how 
even the smallest of fragments from an 
advertisement may make a big impact 
(Ohme et al., 2010).

In contrast to the simplicity and 
convenience of eye tracking and EEG 
methods, fMRI analyses go deeper 
into the brain to explore the meaning 
of patterns of blood flow. For example, 
Stillman et al. conducted studies to test 
whether or not black and white images 
provoked the same levels of future-fo-
cused activities as those in color. (Still-
man et al., 2020). The results of both 
psychological and fMRI testing suggest 
that a difference between the two 
does exist. When visualizing events 5 
years into the future, the fMRI scans 
of participants will show activity in 
the same regions which activate when 
looking a black and white images. 
In contrast, imagining events for the 
near future activates the same regions 
associated with colored images (Still-
man et al., 2020). These findings could 
prove useful to researchers who want 
to create an advertisement for prod-
ucts meant for the near future versus 
one that will be valuable to the con-
sumer later in life (such as warranties 
or investments). Another example of 
fMRI being used for market research 
was shown in a study by Plassman et 
al., participants were given two bottles 
of the same wine, but one was marked 
with a high price tag and one with 
a low price tag (428). Despite these 
bottles of wine being exactly the same, 
the one with a higher tag was preferred 
by most participants. Researchers 
analyzed participants’ brain scans 
during the experiment and discovered 
that putting a higher price tag literally 
makes the brain perceive the wine as 
tasting better, thus showing how neu-
roimaging can be used to measure the 
implicit processes that a consumer’s 
mind engages in.
 Although many marketers 
may be interested in new techniques 
to create the most appealing products 
or advertisements, others have ethical 
concerns about using neuroscience to 
make a profit. Questions must be asked 
about where to draw the line between 
harmless advertising techniques and 
intrusive techniques designed to 
scientifically convince the brain into 

purchasing a product it truly does not 
want nor need. In her book Ethical 
Dimensions of Commercial and DIY 
Neurotechnologies, Kimberely Clark 
brings up the point that some demo-
graphics (typically adolescents) are 
disproportionately susceptible to the 
tactics of marketers. fMRI research has 
shown that the brains of adolescents 
are increasingly vulnerable to activat-
ing their reward pathways, while being 
less susceptible to activity in inhibition 
pathways (Clark, 42). This could have 
negative implications when marketers 
use aggressively accurate neuroscience 
tactics to persuade young consumers 
into buying potentially dangerous 
products, such as alcohol or trendy 
e-cigarettes. fMRI imaging also shows 
that by pairing an already valued 
stimuli, for example  the musical intro 
to a participant’s favorite TV show, 
with a novel product, the participant 
may transfer their positive feelings 
about the original stimulus to the new 
product. This is called the Halo effect, 
a largely unconscious process, and 
can be used to persuade consumers 
into liking the product solely because 
of its connection to something they 
already enjoy, thus leading to worries 
that consumers may be manipulated 
into wanting to spend money on a 
product they’d otherwise find in-
valuable (Clark, 2020). Some critics 
also call into question the morality 
of using neuromarketing techniques 
for a profit. According to Flores et al., 
neuromarketing is perceived by 68.7% 
of people as favorable when it is used 
by a for-profit business, but when used 
by a non-profit organization 84.2% of 
people think it’s favorable. This may be 
because non-profit organizations are 
typically viewed as more trustworthy 
and aim to help the public rather than 
use them to gain wealth (Flores et al., 
2014).
 All in all, consumer neurosci-
ence is a broad and growing field that 
incorporates different research tech-
niques in order to successfully market 
a product. Different types of neurolog-
ical/physiological studies can be done Fig 3. Version of the commercial with the frog gave rise to more positive emotions (shown by 

more left hemispheric dominance) than the version without the frog (Ohme et al. 2010).
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to draw conclusions about how well 
an advertisement will be perceived 
by its target audience. While there 
are accuracy benefits involved with 
consumer neuroscience, there are also 
possible ethical drawbacks in employ-
ing this type of research. In order to 
avoid crossing such ethical boundaries, 
careful consideration needs to be used 
when determining whether or not it 
is appropriate to use neuroscience in 
advertising.
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 There are numerous widely 
accepted short-term and longitudinal 
benefits of exercise. Established health 
benefits include the prevention of sev-
eral diseases and illnesses, lowering the 
risk of cardiovascular disease, diabetes, 
and certain kinds of cancers (Clague 
and Bernstein, 2012; Chapman et al., 
2013). Exercise also positively impacts 
mental health by reducing likelihoods 
of developing depression and anxi-
ety, and generally improving overall 
quality of life. These positive effects of 
exercise make it a rich, constructive 
area of study in the fields of psycholo-
gy and neuroscience (Mandolesi et. al., 
2018).
 Moreover, physical exercise 
has been known to positively impact 
the process of acquiring knowledge, 
or cognition in humans as well as 
rodents. There is evidence to support 
the idea that voluntary exercise has 
aided in combating some biological 
symptoms of diseases associated with 
the degeneration of the brain and 
nervous system (Adlard, et al., 2005; 
Voss et al., 2013). Apart from studies 
that show improved cognitive ability in 
older adults, exercise has also shown 
to improve cognitive health across the 
lifespan (Voss et al., 2011). This has 
been further established by examining 
different regions of the brain and their 
relationship with physical activity.
 A diverse variety of research 
has examined the changes in brain 
regions associated with exercise, with 
the most outstanding being those that 
take place in the region widely known

to be responsible for learning and 
memory, the hippocampus. Studies in 
humans have consistently corroborat-
ed this, with randomized clinical trials 
demonstrating increased volume and 
blood flow to the hippocampus (Chad-
dock–Heyman et al., 2016; Erickson et 
al., 2009).
 Across all brain regions that 
have been studied, the hippocampus is 
considered to be the most robust in its 
association with exercise. Hippocam-
pal activity has also been correlated 
with the speed of running (Li et al., 
2012; Chen et al., 2011). Neuronal in-
dicators of hippocampal activity when 
mice voluntarily run on wheels have 
also raised the question of whether the 
activity generated by exercise is chiefly 
responsible for the observed survival 
of new cells in the dentate gyrus, a 
sub region of the hippocampus (Clark 
et al., 2010, 2011), adding another 
dimension to the improved cognitive 
effects of exercise.
 Given the abundance of 
research on exercise induced neuro-
genesis and its effects on improved 
cognitive behaviour and function, it 
is important to scrutinize the crucial 
connection between the hippocampus 
and physical activity, so that we better 
understand the origins of the brain 
and behaviour related benefits of exer-
cise. By doing so with recent and well 
established lines of research that have 
pervaded the neuroscientific commu-
nity, upcoming research can be contex-
tualized appropriately and appreciated 
for its relevance to our own daily lives.

 Neurogenesis is the growth 
of new neurons in the brain and has 
been studied substantively over the 
last two decades. Rodent models have 
consistently supported the relationship 
between exercise and neurogenesis, 
suggesting that exercise increases the 
total number of neurons in the hippo-
campus by two to six-fold (Mustroph 
et al., 2012.; Rhodes et al., 2003).
 There are two primary hypoth-
eses that address the origins of hippo-
campal neurogenesis. The first one is 
the muscle hypothesis that postulates 
signals associated with this neuro-
biological change originates from 
contracting muscles that are actively 
engaged during exercise (Wrann et. al. 
2013). The second leading hypothesis, 
which will be the focus of this review, 
suggests that the signals are generated 
from within the brain itself. This hy-
pothesis holds that interactions within 
the central nervous system rather 
than the peripheral are associated 
with increased hippocampal plasticity, 
neurogenesis, and improved cognitive 
performance.
 Running results in the imme-
diate activation of the brain that lasts 
for the duration of the exercise. This 
can be seen through the lenses of theta 
oscillations and gamma oscillations 
as well as immediate early gene (IEG) 
induction. Immediate early genes are 
genes that are activated briefly in re-
sponse to external stimuli thus becom-
ing markers of neuronal activity. Theta 
oscillations are neural oscillations that 
occur in the brain and are best viewed 
through an electroencephalogram 
(EEG).
 Theta waves have been rigor-
ously studied in relation to the hippo-
campus. Hippocampal theta activity 
is observed during several different 
tasks, an important one being motor 
activity. Theta activations have been 
related to several different functions 
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 like memory, motor behavior, 
and attention. Studies have demon-
strated the positive correlation be-
tween voluntary movements and theta 
oscillation in the hippocampal forma-
tion or HPC (the hippocampus and 
related structures of the dentate gyrus 
and subiculum). In a running wheel 
experiment, the speed of running ini-
tiation was directly related to the onset 
frequency of HPC theta oscillations 
(Bland and Oddie, 2001, Vanderwolf, 
1969).
 Correlations between speed 
and hippocampal theta have been 
reported in several different studies. 
Li et al. (2012) reported that theta fre-
quency is correlated with speed during 
the preparatory and initiation phases 
of wheel running while theta rhythms 
of middle frequency (6.5-9.5 Hz) are 
correlated with speed consistently 
throughout an entire wheel running 
episode. Hippocampal gamma waves 
mirror this speed-dependent effect. 
Gamma waves are a neural oscillatory 
pattern implicated in working memory 
and attention. Disruptions in gamma 
rhythm are commonly seen in disor-
ders such as epilepsy and Alzheimer’s 
disease which further validate its 
significance and its role in exercise and 
hippocampal activity. Mice running 
on linear and Y-shaped paths showed 
speed modulated increases in gamma 
frequencies. Interestingly, theta-gam-
ma coupling – the process whereby 
low frequency that oscillations modu-
late high frequency gamma oscillations 
– was also observed to increase with 
speed (Chen et al., 2011; Ahmed and 
Mehta, 2012).
 Moreover, research into IEGs 
corroborates the phenomenon of acti-
vation in the brain following an acute 
bout of exercise.  IEG-positive cells in 
the dentate gyrus and other regions 
of the hippocampus are significantly 
positively correlated with average run-
ning speed over an acute 90-minute 
period prior to euthanasia (Rhodes et 
al., 2003). A study using the IEG c-fos 
(an indicator for neuronal activity) 
demonstrated that rodents running on  
treadmills at higher speeds showed gr-

eater c-fos expression or neuronal ac-
tivity in sub-regions of the hippocam-
pus, specifically the dentate gyrus and 
CA1 and CA3 areas (Lee et al., 2003).

 
 Wheel running is a commonly 
used model of exercise and has been 
implemented extensively in the study 
of exercise-induced neurogenesis. 
Early studies established that voluntary 
running in mice given access to wheels 
was enough to increase neurogenesis. 
Mice injected with BrdU, an analog for 
thymidine that incorporates itself into 
the cellular DNA and acts as a marker 
for neurogenesis, demonstrated twice 
as many surviving proliferating cells 
after being given access to a wheel for 
an extended period of time (Mustroph 
et al., 2012; van Praag et al., 1999).
 In a study by Clark et al. 
(2010), we see an even clearer direct 
connection between IEG expression 
and neurogenesis in wheel running 
mice. The study examined the induc-
tion of the c-fos and neurogenesis in 
terms of cell proliferation and survival 
of new neurons in the dentate gyrus. 
Results indicated that cell survival at 
the 25-day mark after the last BrdU 
injection appeared to double in wheel 
running mice. Exercise-induced c-fos 
expression also appeared to elevate 
and attenuate in accordance with cell 
survival, corresponding with peak 
levels of neurogenesis in the initial 
days of running. It is worth noting that 
elevations in exercise-induced c-fos 
expression and cell survival coincid-
ed with one another, adding another 
dimension to neuronal activity and 

  The abundance of evidence 
in support of the central hypothesis 
makes it hard to dispute the role of 
endogenous brain activity in hippo-
campal neurogenesis.
 Recent research has investi-
gated a new perspective on exercise 
- brain interactions, focusing on the 
idea that factors released from the 
muscles in the peripheral nervous 
system themselves travel across the 
blood brain barrier, and form the 
basis for hippocampal neurogenesis. 
Among the initial molecules studied 
were insulin-like growth factor (IGF) 
and vascular endothelial growth factor 
(VEGF) (Rendeiro and Rhodes, 2018).
 The recently studied FNDC5, 
is a protein that has its expression 
regulated by PGC-1α, another protein 
released from contracting skeletal 
muscles. A study demonstrated that 
FNDC5, when delivered through 
peripheral injections, results in in-
creased levels of the cleaved product of 
FNDC5, a protein called irisin (Wrann 
et al., 2013). Several other studies have 
corroborated the role of irisin/FNDC5 
in the muscle hypothesis, some in 
conjunction with the neurotrophic 
factor brain derived neurotrophic fac-
tor (BDNF) (Delezie and Handschin, 
2018; Lourenco et al., 2018).

BDNF, a member of the neurotrophin 
family, is among the most robustly 
researched factors that are associated 
with exercise induced hippocampal 
neurogenesis. BDNF has been demon-
strated to peak in its expression a few

Schematic coronal view of a rodent brain section outlining the 
hippocampus, and within it, the dentate gyrus, CA1 and CA3 regions. 
Adapted from “Reovirus Infection and Tissue Injury in the Mouse 
Central Nervous System Are Associated with Apoptosis by Oberhaus,” 
S. M. et al., 1997, Journal of Virology, 71(3), 2100–2106

Graphic illustrating the effect of exercise on the relationship between 
BDNF, FNDC5 and PGC-1α, and their collective influence on neuro-
genesis and learning. Adapted from “Exercise Induces Hippocampal 
BDNF through a PGC-1α/FNDC5 Pathway,” Wrann, C. D. et al., 2013, 
Cell Metabolism, 18(5), 649–659

9



weeks after birth, during the change 
from embryonic phase to adult 
phase in neurogenesis in mice. It is 
also shown to increase through gene 
expression in the hippocampus from 
treadmill and aerobic exercise (Liu 
and Nusslock, 2018). In wheel running 
mice, levels of BDNF mRNA within 
the dentate gyrus of the hippocampus 
increased within a few days of exercise 
itself (Neeper et al, 1995).
 Further, hippocampal plas-
ticity is also seen as an outcome of the 
administration of AICAR. AICAR 
can be defined as an agonist of the 
enzyme AMP-activated protein kinase, 
(AMPK) which works by restoring cel-
lular energy levels, i.e. ATP, when they 
are low by transporting glucose-oxi-
dizing fatty acids in response to muscle 
contractions such as those that occur 
during exercise (Schimmack et al., 
2006). In a study by Guerrieri and van 
Praag (2015), mice were administered 
with AICAR while remaining seden-
tary or tasked to run with a vehicle 
(control substance) injection for vary-
ing periods of time. Mice in the group 
that were administered with AICAR 
and that were made to run for 14 days 
showed significant increases in AMPK 
levels compared to the control group. 
Furthermore, both 7 and 14-day run-
ning groups showed a higher number 
of BrdU positive cells compared to 
controls, indicating neurogenesis 
(Guerrieri and van Praag, 2015).
 AMPK is also implicated in 
research aiming to establish the role 
of the myokine Cathepsin B (CTSB) 
in exercise - brain interactions. In 
a simulation of exercise conditions, 
AICAR was administered in vitro to 
muscle cells. CTSB protein levels in the 
cultured cells increased significantly at 
6 hour and 12 hour time points when 
treated with AICAR as compared to 
controls. The same study also reported 
elevated levels of CTSB plasma levels 
due to running as well as elevated 
CTSB expression in the hippocam-
pus (Moon et al., 2016). The extent to 
which several of these factors, when 
isolated or operating in combination 

 with one another can solely be con-
sidered responsible for the benefits of 
running and exercise is very much in 
dispute. More research in this area is 
needed for a cause-and-effect relation-
ship to be formed between circulating 
myokines and effects of exercise (Ren-
deiro and Rhodes, 2018).
 Having now established the 
consistency with which we see neu-
rogenesis due to wheel running and 
myokines, as well as concomitant with 
hippocampal activity, it is important to 
revisit one of the driving forces behind 
this area of study. Neurogenesis has 
several important implications for be-
haviours demonstrating learning and 
memory and cognitive performance in 
general. Tasks like Novel Environment 
Exploration and the Morris water 
maze form an important part of the 
repertoire of measures that aim to as-
sess learning and memory in rodents. 
Mice with running wheels had twice 
the number of new neurons compared 
to sedentary mice and hence displayed 
a two-fold increase in the number of 
Zif268+ (protein product of an IEG) 
cells following tasks like Novel envi-
ronment exploration and the Morris 
Water Maze, both of which are tests 
to gauge spatial learning and mem-
ory. This suggests that the neurons 
generated by running are recruited in 
hippocampus-engaging tasks and be-
haviours. Therefore, wheel running-in-
duced neurogenesis can potentially 
play a functional role in behaviours 
that engage the hippocampus (Clark et 
al., 2012).

These findings with improved mea-
surable behaviour are also support-
ed by studies exploring the subject 
from a muscle-brain axis perspective. 
Wild type mice treated with AICAR 
demonstrate improved spatial mem-
ory (Kobilo et al., 2011). The study by 
Moon et al. (2016) found that CTSB 
knockout mice that were made to run 
did not display improvements in spa-
tial memory as gauged by the Morris 
Water Maze task.
 Recent advances in molecular 
biology, such as optogenetics (the use 
of light to manipulate cellular activity 
through micro-LED implants) and cel-
lular tracing techniques, have enabled 
us to identify and localize cells within 
the hippocampus that play significant 
roles in memory. Furthermore, cells 
responsible for particular brain func-
tions like those relating to memory, 
can be manipulated to recapitulate an 
experience as if it were happening in 
real time (Liu et. al., 2014). Artificial 
recapitulation of complex experiences 
like exercise would allow us to assess 
the role of brain activity in neurogene-
sis.
 Moreover, attempts are being 
made to isolate the main physiologi-
cal constituents of exercise. The novel 
e-stim model attempted to evaluate the 
extent to which electric stimulation of 
hindlimb muscles in mice while they 
are anaesthetized or do not have their 
hippocampus activated, is sufficient 
to increase hippocampal neurogene-
sis. Interestingly, there was a greater 
proportion of BrdU positive cells in 
the dentate gyrus of the e-stim mice 
compared to a control group that was 
given a sham treatment, but the cells 
were identified as astrocytes, cells that 
support and nourish neurons (Gard-
ner et al., 2020). This brings us closer 
to delineating the causal mechanisms 
that are at play and other processes 
like astrogliogenesis (formation of new 
astrocytes) that may occur as a result 
of exercise.
 The growing body of research 
on the relationship between exercise 
like hippocampal activation as well as 

i) Representative images of IEG cfos indicating neuronal activity in the dentate gyrus during control, 
mild, moderate and severe treadmill exercise. A = control group; B = mild-exercise group; C = moderate 
exercise group; D = severe-exercise groupGreater number of black dots indicate more cfos+ cells in the 
dentate gyrus of the hippocampus. ii) c-Fos positive cells in each group.  Adapted from “Dependence of rat 
hippocampal c-Fos expression on intensity and duration of exercise.” by Lee, T.H., et. al, 2003, Life sciences, 
72(12), 1421–1436. 
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skeletal muscle contraction, and im-
proved cognitive behaviour is vital for 
therapeutic interventions for neuro-
degenerative diseases like Alzheimer’s 
disease and their symptomatology. 
Localizing the specific effects of muscle 
contractions, myokines and hippo-
campal activation are key to giving 
our understanding of exercise-brain 
interactions more depth and progress-
ing towards clinical interventions in 
human research.
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 Sleep deprivation is a national 
issue affecting teenagers and adults.  
The Center for Disease Control and 
Prevention (CDC) reports that 35.2% 
of adults and 68.8% of teenagers get 
less than the recommended amount of 
sleep per night (2017).  Ideally, teens 
should get around 9.5 hours of sleep, 
while adults should get 7-9 hours 
(“National Institute of Neurological 
Disorders and Stroke,” 2019).  Sleep 
deprivation is measured considering 
both the quality and the amount of 
sleep an individual obtains per night. 
Thus, people who wake up several 
times throughout the night are con-
sidered sleep deprived.  The causes of 
sleep deprivation can be voluntary or 
involuntary. While some people may 
choose to stay awake, others may have 
sleep disorders that prevent them from 
falling asleep.  In both cases of sleep 
deprivation, people face decreased 
cognitive capacity and increased risk 
for neurological disorders.
 Sleep-related neurons are 
located in the brainstem, pineal gland, 
basal forebrain, amygdala, hypothala-
mus, and thalamus (“National Insti-
tute of Neurological Disorders and 
Stroke,” 2019).  The NINDS explains 
that the suprachiasmatic nuclei in the 
hypothalamus process light signals to 
regulate sleep, so that sleepiness aligns 
with nighttime darkness as part of the 

 body’s circadian rhythm.  The circa-
dian rhythm is the body’s regulatory 
system that synchronizes sleep-wake 
cycles with daytime and nighttime and 
functions through hormone regula-
tion.  For instance, the pineal gland 
releases melatonin - a well-known 
hormone used in the signaling path-
way for inducing sleep.  The timing of 
hormones and neurological activity is 
essential for the body to induce and 
maintain sleep.  A dark environment 
causes the body to secrete melatonin 
because the circadian rhythm coordi-
nates sleepiness with nighttime.  Then, 
the circadian rhythm halts production 
of melatonin and increases secretion of 
other hormones when the body needs 
to wake up from sleep during the 
daytime.

 Sleep consists of nonrapid 
eye movement (NREM) and rapid eye 
movement (REM) cycles (Jacobson, 
2020).  NREM is the first sleep cycle, 
and people spend most of their time 
in this cycle.  NREM also consists of 
three phases: N1, N2, and N3.  An ar-
ticle by Kate Jacobson explains that the 
NREM cycle synthesizes ATP energy 
for the brain, decreases heart rate and 
internal temperature, and heals the 
body of toxic metabolites.  Then, the 
production of acetylcholine transitions 
the brain into the REM cycle.  REM 
sleep is the cycle that features peak 
brain stimulation and the occurrence 
of dreams.  Research also suggests that 
REM sleep has cognitive benefits and 
can decrease feelings of depression or 
anxiousness.  Thus, losing the recom-
mended amount of REM sleep could 
have negative consequences on the 
brain.
 A sleep survey asked teenag-
ers to assess the importance of getting 
enough sleep each night and to report 
behavior leading to sleep loss.  The 
respondents cited social media, video 
game, and TV usage as major factors 
of their sleep deprivation (Quante 
et al., 2019).  Along with acting as a 
sleep distraction, electronic devices 
have light-emitting diodes (LED) 
with blue light, which interferes with 
sleep.  In nature, sunlight is necessary 
for healthy sleep cycles so that the 
hypothalamus can establish the body’s 
circadian rhythm. Researchers Wu et 
al. conducted a study to examine the 
effects of blue light exposure on sleep 
in mice (2021).  Mice were split into 
a white group and a blue group.  The 
white group was exposed to an hour 
of white light per day, while the blue 
group was exposed to an hour of blue 
light per day.  The results showed that 
the blue light group mice slept and

The Relationship Between Sleep 
Deprivation and Brain Health

Caption: Left side view of the brain locates regions of the brain involved 
in sleep-related functions.
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woke at later times than the white 
light group.  In humans, electronic use 
before bedtime prevents the onset of 
sleep and promotes feelings of tired-
ness in the morning.

 In addition to individual 
habits, sleep disorders are also a major 
factor in sleep deprivation.  Insomnia 
is a sleep disorder that makes it hard 
for a person to fall asleep.  A medical 
study estimates that 33% of adults 
have chronic insomnia (Bhaskar et al., 
2016).  Additionally, the researchers 
found that 27% of respondents that 
had insomnia were previously undiag-
nosed, suggesting that insomnia may 
be an underdiagnosed condition.  A 
paper from Levenson et al. characteriz-
es insomnia as a “hyperarousal” of the 
mind, meaning that overstimulation 
of the brain before bedtime prevents 
someone from falling asleep (2015).  
Currently, little is known about the 
specific chemical and cellular process-
es behind insomnia, but theories sug-
gest that a region or family of neurons 
may be primarily responsible for it.  
For example, damage or removal of the 
thalamus, raphe nuclei, and mediobas-
al preoptic area caused insomnia in 
experiments with nonhuman subjects.  
Other experiments show that the 
hypothalamus and left dorsomedial 
frontal cortex led to insomnia in sever-
al human patients suffering from brain 
damage.
 Causes of sleep deprivation 
can be voluntary or involuntary, but 
the effects of sleep deprivation can be 
similar in both groups.  Sleep depriva-
tion may cause a decreased attention 
span, which is an important trait for 
participating in work or school activi-

es (Alhola and Polo-Kantola, 2007).  
Several sleep deprivation studies use 
“speed and accuracy” to define an 
individual’s attention span, and many 
of those studies concluded that sleep 
deprivation decreases speed, accuracy, 
or both during the experiment.  These 
findings imply the detrimental effects 
of sleep loss on test performance in 
students: an inability to work fast and 
accurately during a test could result in 
a lower score.
 Sleep deprivation also nega-
tively impacts memory capacity, which 
can disrupt learning.  A study by 
Heckman et al. analyzed the effects of 
sleep deprivation on memory in mice 
(2020).  The sleep-deprived mice were 
put in a testing cage to accustom them 
to their new surroundings.  Two items 
were placed randomly in the cage so 
that the mice could learn the items’ 
positions.  After 10 minutes, the mice 
were taken out of the testing cage and 
put into their holding cage.  Then, the 
researchers moved one of the objects 
in the testing cage to a new location to 
test the amount of time needed for the 
mouse to notice the change.  Com-
pared to rested mice, the researchers 
concluded that the sleep-deprived 
mice had a lower capacity for creating 
and using their memory in navigating 
the cage.
 In addition to cognitive 
deficits, sleep deprivation is associat-
ed with depression.  The CDC sleep 
survey shows that 22.9% of sleep-de-
prived adults reported having depres-
sion while 14.6% of well-rested adults 
reported having depression (2017).  An 
article from Harvard Health Publish-
ing also reports that 65% to 90% of 
depressed adults have a sleep disorder, 
implying that sleep disorders, like 
insomnia, can put an individual at risk 
for developing depression (2019).  The 
development of Alzheimer’s disease 
has also been linked to sleep depriva-
tion (Bishir et al., 2020).  Alzheimer’s 
disease involves the deterioration of 
neurons and cognitive decline.  Stress 
leads to an increased risk of Alzhei-
mer’s disease, and sleep deprivation

can lead to increased stress, indicating 
that prolonged sleep deprivation may 
increase an individual’s risk of Alzhei-
mer’s disease.  Sleep deprivation also 
decreases the activity of proteins that 
keep neurons alive, which would lead 
to neural degeneration and inflamma-
tion.  Neuron inflammation is involved 
with stroke onset, so extensive sleep 
loss can have fatal consequences.

 Sleep deprivation may lead to 
health issues, so scientists have made 
extensive progress in treating sleep-re-
lated problems.  Doctors are equipped 
to diagnose and treat sleep disorders in 
patients that show symptoms.  Diag-
nostic tests may include monitoring 
the patient’s brain or heart activity 
during sleep, or inquiring into the 
patient’s family history of sleep disor-
ders (Abad and Guilleminault, 2003).  
Treatments vary depending on the 
type and severity of the disorder: some 
patients need drugs, like melatonin, 
for healthy sleep while others require 
nonmedicinal therapy.  Other lifestyle 
changes, such as decreasing the use of 
stimulants like caffeine, limiting blue 
light exposure before bedtime, and 
maintaining a consistent sleep sched-
ule can help prevent sleep deprivation.
 In conclusion, sleep depriva-
tion can be detrimental to overall brain 
health.  Short-term effects include 
symptoms like reduced cognition, 
but long-term effects like depression 
and Alzheimer’s disease are life-alter-
ing.  Sleep deprivation is widespread 
among adults and teenagers alike, so 
the effects of sleep deprivation can 
also negatively impact performance in 
school and work settings.  Fortunately, 
recognition of sleep deprivation is the 
first step to changing sleep habits, 

Caption: Light and eye receptors regulate the circadian rhythm.  
Darkness causes the pineal gland to produce melatonin and induce 
sleep.  Artificial blue light can delay the production of sleep promoting 
hormones and prevent sleep onset.

Caption: The PET scans demonstrate the difference between a healthy 
brain and a brain with Alzheimer’s disease.  Alzheimer’s disease causes 
neural degradation and increases risk for sleep deprivation.
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such as minimizing blue light before 
bedtime, or working with a doctor to 
overcome sleep disorders.

References
 Abad, V. C., & Guilleminault, C. (2003). Diagnosis and 
treatment of sleep disorders: a brief review for clinicians. Dialogues 
in clinical neuroscience, 5(4), 371–388. https://doi.org/10.31887/
DCNS.2003.5.4/vabad

 Alhola, P., & Polo-Kantola, P. (2007). Sleep deprivation: 
Impact on cognitive performance. Neuropsychiatric disease and treat-
ment, 3(5), 553–567.
 
 Bhaskar, S., Hemavathy, D., & Prasad, S. (2016). Prev-
alence of chronic insomnia in adult patients and its correlation with 
medical comorbidities. Journal of family medicine and primary care, 
5(4), 780–784. https://doi.org/10.4103/2249-4863.201153

 Bishir, M., Bhat, A., Essa, M. M., Ekpo, O., Ihunwo, A. 
O., Veeraraghavan, V. P., Mohan, S. K., Mahalakshmi, A. M., Ray, B., 
Tuladhar, S., Chang, S., Chidambaram, S. B., Sakharkar, M. K., Guille-
min, G. J., Qoronfleh, M. W., & Ojcius, D. M. (2020). Sleep Deprivation 
and Neurological Disorders. BioMed research international, 2020, 
5764017. https://doi.org/10.1155/2020/5764017

 Centers for Disease Control and Prevention. Data and 
statistics. (2017, May 2). https://www.cdc.gov/sleep/data_statistics.html

 Harvard Health Publishing. (2019, September 24). Sleep 
and mental health. https://www.health.harvard.edu/newsletter_article/
sleep-and-mental-health

 Heckman, P. R., Roig Kuhn, F., Meerlo, P., & Havekes, 
R. (2020). A brief period of sleep deprivation negatively impacts the 
acquisition, consolidation, and retrieval of object-location memories. 
Neurobiology of Learning and Memory, 175. https://doi.org/10.1016/j.
nlm.2020.107326

 Health and Human Services Department. (2013, 
March 19). PET scan-normal brain-alzheimers disease brain [Image]. 
Wikimedia Commons. https://commons.wikimedia.org/wiki/File:-
PET_scan-normal_brain-alzheimers_disease_brain.PNG

 Jacobson, K. (2020, May 1). Stages of sleep: NREM sleep 
vs REM sleep. American Association of Sleep Technologists. https://
www.aastweb.org/blog/stages-of-sleep-nrem-deep-sleep-vs-rem-sleep

 Levenson, J. C., Kay, D. B., & Buysse, D. J. (2015). The 
pathophysiology of insomnia. Chest, 147(4), 1179–1192. https://doi.
org/10.1378/chest.14-1617

 Ma, Z., Yang, Y., Fan, C., Han, J., Wang, D., Di, S., Hu, 
W., Liu, D., Li, X., Reiter, R., & Yan, X. (2016, April 18). Melatonin as a 
potential anticarcinogen for non-small-cell lung cancer [Illustration]. 
Oncotarget. https://doi.org/10.18632/oncotarget.8776

 National Institute of Neurological Disorders and 
Stroke. Brain Basics: Understanding Sleep. (2019, August 13). https://
www.ninds.nih.gov/Disorders/Patient-Caregiver-Education/Under-
standing-Sleep#:~:text=Sleep%20is%20important%20to%20a,up%20
while%20you%20are%20awake

 National Institutes of Health. (2016, January 21). Brain 
side view [Illustration]. Flickr. https://www.flickr.com/photos/nih-
gov/24414866102/in/album-72157662951050375/

 Quante, M., Khandpur, N., Kontos, E. Z., Bakker, J. P., 
Owens, J. A., & Redline, S. (2019). “Let’s talk about sleep”: a qualitative 
examination of levers for promoting healthy sleep among sleep-de-
prived vulnerable adolescents. Sleep Medicine, 60, 81–88. https://doi.
org/10.1016/j.sleep.2018.10.044

 Wu, F., Wu, S., Gui, Q., Tang, K., Xu, Q., Tao, Y., Chen, 
M., Cheng, J., Wang, L., & Zhang, L. (2021). Blue light insertion at 
night is involved in sleep and arousal-promoting response delays and 
depressive-like emotion in mice. Bioscience Reports, 41(3). https://doi.
org/10.1042/bsr20204033

14



 Julia Gainski is a junior majoring in Integrative Biology with a 
minor in German. She is the Public Relations chair and a writer for 
Brain Matters. She is a research assistant at the Control & Network 
Connectivity Team (CONNECTlab) at the Beckman Institute 
of Advanced Science and Technology, where she assists with an 
EEG procedure in a concurrent EEG-fMRI study. Additionally, 
she is a personal assistant for students with physical disabilities at 
Beckwith Residential Support Services at Nugent Hall on campus, 
the secretary and a mentor of the Pre-Physician Assistant Club, and 
a member of the Illini Club Tennis team.

 Research in the psychologi-
cal and brain sciences are constantly 
reevaluating the embodiment of 
human intelligence, seeking to better 
understand the convergence of the 
diverse array of differences in intellec-
tual abilities and the variety of neu-
robiological mechanisms that drive 
this overall impact on an individual. 
The Network Neuroscience Theory of 
Human Intelligence, brain networks, 
differences between fluid and crystal-
ized intelligence, pattern separation, 
memory encoding, and how a person’s 
genetics intersects with their environ-
ment are all critical components that 
drive the overall impact on an individ-
ual’s intelligence.
 The Network Neuroscience 
Theory prompts a discussion of how 
the brain network topology translates 
to general intelligence and differenc-
es at the individual level. The human 
brain’s community structure alongside 
the functional topology heavily utilizes 
resting-state functional MRI (fMRI) in 
which neurologists have the ability to 
extract information such as the spon-
taneous low frequency fluctuations 
of the blood oxygen-level dependent 
(BOLD) signal (Barbey 2017). The 
BOLD imaging technique utilizes the 
regional differences in cerebral blood 
flow to describe regional activity and 
consequently produces images in fMRI 
studies. The capability for network 
states to efficiently and easily transition 
amongst one another lays the founda-
tion for the general intelligence, also 

known as the g factor and denoted as 
g, which delegates the instantaneous 
exchange of information across net-
works and depicts individual varia-
tions of information on a global scale 
(Barbey 2017). An individual’s general 
intelligence consists of a wide array of 
cognitive abilities that avail them in 
gaining knowledge and solving com-
plex problems.
 In essence, g allows research-
ers to better understand individual dis-
tinctions on the premises of studying 
brain network topology and dynamics 
(Barbey 2017). This imaging method 
displays consistency across spatially 
distributed regions that further impart 
intrinsic connectivity networks. To its 
core, intrinsic connectivity networks 
(ICNs) serve as a foundational aspect 
for organizational elements of the 
human brain architecture. In a like 
manner, ICNs have been used in mul-
tivariate decompositions of fMRI data 
alongside the use of independent com-
ponent analysis. Independent compo-
nent analysis is particularly useful for 
the field of digital imaging as it serves 
as a statistical and computational tech-
nique that bestows various subcom-
ponents derived from the separation 
of multivariate signals. This method 
concludes that the subcomponents are 
classified as non-Gaussian signals and 
that they remain statistically inde-
pendent of each other. Furthermore, 
independent component analysis falls 
under the category of blind source 
separation. Blind source separation is 

 the process of differentiating between 
mixed signals and a set of source 
signals whilst having none or next to a 
limited amount of information in re-
gards to the mixing process and source 
signals. To put source separation into 
a real world application, the human 
“cocktail party problem” describes a 
phenomenon where the brain has the 
ability to focus on one stimulus in the 
midst of a noisy social setting (Bee and 
Micheyl 2009).
 ICNs ultimately encapsu-
late how task-based neuroimaging 
and resting state data portrays rest-
ing state networks. These networks 
are areas of the brain that delineate 
discrete compositions of brain func-
tion. Additionally, resting state net-
works incorporate the selection of 
large-scale functionality connected 
brain networks. These networks are a 
collection of widespread brain regions 
that utilize statistical analysis through 
the use of methods such as the fMRI 
BOLD signal, PET, and EEG (Laird et 
al. 2011). The Network Neuroscience 
Theory additionally suggests that the g 
arises “from individual differences in 
the system-wide topology and dynam-
ics of the human brain” (Barbey 2017). 
This new found perspective stimulates 
the conversation that the small-world 
topology of brain networks composes 
an instantaneous rearrangement of 
their modular community structure. 

Unraveling Human Intelligence

In this image, figure (A) is representative of the Axial view and 
presents the Superior Frontal activation. Figure (B) displays a lat-
eriles FEF activation of the left hemisphere. Figure (C) presents an 
axial image of the bilateral IFG a7tivation. In figure (D) there is an 
Axial view that presents the Superior Frontal activation alongside 
a lateralized FEF activation on the right hemisphere. Figure (E) 
illustrates a Sagittal view that depicts a centered position of the 
Superior and Medial Frontal regions. Figure (F) depicts a Sagittal 
view that is centered on the left.
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In essence, globally interrelated mental 
representations are generated in ad-
dition to the events that need to be car-
ried out in order to attain the desired 
goal-state (Barbey 2017).
 In the light of analyzing the 
interactions between brain networks, 
Stanford scientists have conducted 
research encompassing the complex 
fluctuations in our brain networks 
and how the oscillating patterns begs 
the question on why certain tasks are 
learned at a more rapid pace in some 
individuals in comparison to others. 
Researchers utilized pupil size mea-
surements to gauge at how the brain 
reacts to shifts in connectivities. The 
significance of pupil size is that it 
measures the activity of the locus coe-
ruleus, which is located in the upper 
region of the brainstem and is respon-
sible for brain synthesis of the nor-
adrenaline as well as regulating signals 
throughout the brain. Adding more 
power to the amplification of strong 
signals alongside the muting of weak 
signals across the brain are characteris-
tic of an increase in pupil size (Kubota 
2016). In essence, the researchers 
derived a link between changes in 
brain connectivity during rest and 
pupil size and found that larger pupils 
were linked to greater connectedness. 
This erudite finding ultimately led to 
the proposal that the noradrenaline is 
the impeccable impetus that makes the 
brain more cohesive in the midst of de-
manding cognitive tasks, which overall 
benefits the individual as they perform 
their task efficiently (Kubota 2016).

Fluid intelligence denotes a higher 
dynamic connectivity and network 
flexibility than crystallized intelligence, 

 because of this, it exhibits more incon-
sistencies on the topic of age and over 
the course of generations. Intelligence 
goes beyond the scope of being able 
to recollect and recite vast amounts 
of information. It epitomizes one’s 
ability to digest new information and 
use it in various applications. Intelli-
gence encapsulates being able to solve 
problems through the convergence of a 
multitude of abilities such as memory, 
learning, perception, problem solving, 
and reasoning. Crystalized intelligence 
stems from knowledge that is acquired 
through the basis of past experiences 
and previous information learned. As 
a person gets older, they will gain more 
knowledge and develop a stronger un-
derstanding of various subject matters. 
Therefore, crystalized intelligence and 
age display a positive and linear trend. 
With that, the older a person is in age, 
the stronger their crystallized intelli-
gence will become. 

Fluid intelligence demonstrates the 
ability to solve problems through 
abstract thinking and reasoning. Fluid 
intelligence does not involve any prior 
experience or education and is solely 
based on one’s ability to reason and 
solve complex problems upon initial 
exposure to them. Fluid intelligence 
forces an individual to adapt and think 
abstractly when faced with a new 
problem that he has never seen before. 
When scrutinizing the network states 
concerned in both fluid and crystal-
lized intelligence, crystallized intelli-
gence recruits easy-to-reach network 
states, which retrieve experiences 
and previous knowledge gained. In 
contrast, fluid intelligence assembles 
difficult-to-reach network states that 

This graph illustrates how the magnitude of effect in terms of 
fluid intelligence declines over the course of infancy to old age. 
The opposite is seen here when the magnitude of effect in terms 
of crystalized intelligence continuously increases until it begins to 
level off when an individual reaches old age.

are responsible for aiding in cogni-
tive function, versatile reasoning, and 
problem-solving (Barbey 2017).
 Unlike crystallized intel-
ligence, fluid intelligence declines 
during late adulthood as these critical 
cognitive abilities decrease with age. 
Accordingly, crystallized intelligence 
reaches its apex typically between the 
age range of 60 to 70 years old while 
fluid intelligence has the potential to 
reach its climax around the age of 20 
years old and consequently begin to 
level off following this age (Trafton 
2015). On the contrary, a study encom-
passing the peak of cognitive abili-
ties in an individual’s lifetime in the 
Psychological Science Journal denotes 
that subjects are capable of reaching 
the peak of their fluid intelligence well 
into their 40s or later (Hartshorne and 
Germine 2015).
 There has also been increas-
ing evidence that engenders the idea 
that individual differences in crystal-
lized and fluid intelligence emulate 
vast differences in terms of the ability 
of each ICN to transition between 
network states. To extend, population 
studies have revealed that generational 
changes, in addition to a decrease in 
cognitive abilities, have a larger effect 
on fluid intelligence as opposed to 
crystallized intelligence. In a like man-
ner, the Network Neuroscience Theory 
adjudges these results in terms of 
global network dynamics. Global net-
work dynamics showcase correlation 
patterns that are suited in accordance 
to the empirical BOLD functional 
connectivity (Cabral 2014).
 In a like manner, memory 
encoding plays a substantial role in 
emphasizing human intelligence and 
furthermore distinguishing humans 
from all other organisms. One study 
gave each of their subjects standard-
ized neuropsychological tests which 
were used to measure intelligence, and 
language and memory functionality 
(Morcom 2003). The experiment was 
designed to administer the exams in 
an hour and a half session before the 
MRI scanning session was set to begin 

This diagram illustrates the anatomy of the locus 
coeruleus.
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(Morcom 2003). The Folstein Mini 
Mental State test (MMS) was the first 
exam given to the older participants 
and the National Adult Reading Test 
(NART) was utilized to measure 
crystallized verbal intelligence. The 
Raven’s Advanced Progressive Matrices 
II was used to measure ‘fluid’ non-ver-
bal intelligence and the subjects were 
not timed when taking this exam. 
The results of the neuropsychological 
test performance demonstrated that 
the older subjects displayed a higher 
verbal IQ based off of their perfor-
mance on the National Adult Reading 
Test. In contrast, the older participants 
displayed a much lower fluid IQ which 
was measured by the Raven’s Advanced 
Progressive Matrices and a much 
worse long-term memory in respect to 
the younger subjects.
 It is unreasonable to delineate 
an exact or approximate age at which 
an individual’s cognitive abilities will 
peak or begin to decline as several 
cognitive functions differ drastically 
from each other and are independent 
from one another. Joshua Hartshorne, 
a postdoc in MIT’s Department of 
Brain and Cognitive Sciences, states 
the discrepancies between being able 
to pinpoint ages throughout a lifespan, 
“At any given age, you’re getting better 
at some things, you’re getting worse 
at some other things, and you’re at a 
plateau at some other things. There’s 
probably not one age at which you’re 
peak on most things, much less all of 
them” (Trafton 2015). This discovery 
changed the way that psychology and 
neuroscience tracks the progress of 
cognitive abilities and drastically con-
tradicts the conventional perspectives. 
 The study of neurons and their 
role in memory storage in mehumans 
ultimately lays the foundation and 
epitomizes human intelligence such as 
creative thinking and generalization.
The hippocampus is the brain region 
responsible for memory storage and 
ensures that memories are indepen-
dent of one another by storing them 
into separate groups of neurons (Uni-
versity of Leicester 2020). Pattern sepe-

ration is a fundamental principle of 
neuronal coding that discerns the 
differences between memories and 
experiences in the hippocampus 
(University of Leicester 2020). Several 
studies have put a primary focus on 
examining pattern separation in indi-
viduals well into their late adulthood. 
One laboratory conducted several 
experiments on the basis of behavioral 
pattern separation and configured rec-
ognition tasks that prompted regions 
within the parahippocampal gyrus to 
either reject or recall the tasks (Kirwan 
and Stark 2007). The recall-to-reject 
process is commonly used in associa-
tive-recognition tasks and gives an 
individual plenty of time during the 
recall process when imparting recog-
nition judgements (Rotello et al. 2000). 
During the task, pictures of objects 
were repeatedly shown or shown once 
to the individual throughout the dura-
tion of the task. Some objects heavily 
resembled the ones previously shown 
and this conjoining aspect of the study 
encouraged pattern separation pro-
cesses. Functional magnetic resonance 
imaging (fMRI) was used to monitor 
activity in the dentate gyrus (DG). This 
particular brain region was sensitive 
to the lures used throughout the tasks 
and this demonstrated a critical con-
tribution to pattern separation in both 
an indirect and direct rendition of the 
task (Stark et al. 2010). Researchers 
Chelsea K Toner, Eva Pirogovsky, C 
Brock Kirwan, and Paul E Gilbert 
presented the idea that older adults 
have a greater likelihood of categoriz-
ing the lures as repeated in comparison 
to younger adults in the experiments 
(Stark et al. 2010).
 When we think of intelligence, 
some may automatically direct atten-
tion to natural born capabilities or 
genetic influences, but intelligence is 
rather a combination of environmental 
and genetic factors that drive an indi-
vidual’s overall intelligence. Likewise, 
the heritability of traits is measured on 
a scale of 0 to 1.0. Eye color is highly 
genetic with a heritable score of 0.99. 
Intelligence depicts a heritability score

of 0.8 which is considerably high but 
researchers frequently point out the 
misconceptions centered around this 
score and misconstruing the signifi-
cance that the environment plays in 
determining an individual’s overall in-
telligence. An individual’s intelligence 
is most malleable when he/she begins 
early elementary school. Opportuni-
ties within their schooling system and 
community will ultimately reinforce 
the prosperity of cognitive abilities 
over time. Louis Matzel, a professor of 
psychology at Rutgers-New Brunswick, 
speaks to the importance of an individ-
ual’s environment by stating, “the envi-
ronment is the critical tool that allows 
our genetic equipment to prosper” 
(Branson 2018). Dana Charles Mc-
Coy, assistant professor at the Harvard 
Graduate School of Education, led the 
examination of the influence of class-
room-based early childhood education 
(ECE) specifically focused on grade 
retention, high school graduation, and 
special education placement (Walsh 
2017). The main takeaway stands that 
children attending high-quality ECE 
programs are less likely to be held 
back in a grade level, less likely to be 
put into special education, and have a 
higher chance of graduating from high 
school than individuals not placed 
in these programs over the course of 
the last 40 years (Walsh 2017). Special 
education is defined as instruction that 
is specifically tailored to the individual 
in order to meet their unique needs 
of an individual with a disability (U.S. 
Department of Education 2017).
 Numerous opportunities 
presented during a child’s early educa-
tion are the cornerstone at which they 
can grow tremendously. Taking full 
advantage of these endless possibilities 
is an excellent way for children to excel 
early on in their lives. McCoy calls 
attention to families and encourages 
them that their child’s education is a 
valuable investment as she states, “...it 
plays an important role in supporting 
children’s cognitive ability in language, 
literacy, and math, as well as social skill 
development and emotional growth” 
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 (Walsh 2017).
 Intelligence is a pliable abil-
ity that can improve with time given 
that an individual is continuously 
promoting healthy lifestyle habits for 
themselves such as exercising regularly, 
which promotes the growth of neu-
rons, augmenting brain function and 
structure and increasing the volume of 
the hippocampus (Brinke et al. 2015). 
In addition to being physically active, 
getting an adequate amount of sleep 
is another key method in promoting 
prime cognitive function and ensuring 
that one is ready to learn something 
new. Through the power of generaliza-
tion and epitome of creative thought, 
humans cultivate the true meaning of 
intelligence and within their unique 
abilities in memory storage. Although 
genetics play a substantial role in 
intelligence, the opportunities and an 
individual’s upbringing can create a 
significant impact as well. Through the 
Network Neuroscience Theory, one 
can utilize the brain network topology 
to decipher between intellectual differ-
ences at the individual level.
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